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ABSTRACT: We modeled crystallization of isotactic
polypropylene inside plates, rods, and pipes during cooling.
The modeling was based on the solution of the heat conduc-
tion equation, which takes into account the liberation of the
heat of crystallization. The predictions of polymer crystalli-
zation kinetics was based on differential scanning calorim-

etry data and on spherulite growth rate measurements. The
influence of size on the crystallization process was deter-
mined. © 2002 Wiley Periodicals, Inc. ] Appl Polym Sci 86:
1363-1372, 2002
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INTRODUCTION

Crystallization is accompanied by release of the latent
heat of fusion. Hence, the initial temperature distribu-
tion changes inside a material undergoing solidifica-
tion. In metals and other low-molecular substances, an
interphace, at which the transformation occurs, fol-
lows an isotherm of the melting point. The process of
transformation is then controlled by heat dissipation.
Polymer crystallization usually proceeds at large su-
percoolings, well below the melting point because it is
controlled by primary and secondary nucleation
rather than by the dissipation of the latent heat of
fusion. After the primary nucleation, a crystalline ag-
gregate, a spherulite, grows until impingement with
neighboring spherulites. The temperature near the
crystallization front might be increased by the libera-
tion of the latent heat of fusion but may still be well
below the melting temperature of the crystals. Poly-
mers are poor heat conductors, hence, except for thin
films, the temperature increases during crystallization
in bulk."” The temperature increase in a polymer due
to crystallization either during cooling®™” or at isother-
mal ambient conditions' has been experimentally
measured. The cooling of thick wall products during
industrial processes results in significant temperature
gradients that are enhanced by the liberation of the
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heat of crystallization. The crystallization inside a ma-
terial occurs at an elevated temperature, which is un-
favorable for the strength and toughness of a polymer.
Therefore, it is important to have the ability to predict
both the course of crystallization and the temperature
inside thick-walled products during cooling from a
molten state in industrial processing conditions.

The conversion of melt into spherulites was first
described by Evans® and Avrami.’ An earlier ap-
proach to the problem by Kolmogoroff'® was inaccu-
rate: errors made in his derivation canceled them-
selves, leading accidentally to the correct result (see
Appendix). Nevertheless, the final equation for the
conversion degree, equivalent to that obtained by
Avrami for isothermal crystallization, was success-
fully used to describe the overall kinetics of crystalli-
zation."" To apply the Avrami and Evans theory,
knowledge of the spherulite nucleation rate and the
growth rate for the chosen polymer is required. Be-
cause nucleation is mainly heterogeneous at low and
moderate undercoolings, it is controlled by impurities
in a polymer, both accidental or introduced on pur-
pose. Although the growth rate depends on tempera-
ture, the nucleation of spherulites depends also on
time, and it is influenced by the thermal history of the
polymer. Therefore, the application of nucleation data
obtained from isothermal experiments to the predic-
tion of nonisothermal processes is limited. During
crystallization in bulk, the liberation of the heat of
fusion, dependent on the conversion rate, modifies the
temperature field resulting from cooling. Therefore,
the modeling of the solidification in bulk involves
solving the heat conduction equation, which accounts
for the heat production inside a polymer related to the
nucleation and growth of spherulites.

In uniform temperature field, spherulite growth oc-
curs in radial directions, whereas a temperature gra-
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dient results in anisotropy of spherulite growth and
shapes and also in changes in growth trajectories.'>"?
Therefore, to account for the detailed effects of the
temperature gradient on spherulite growth and mor-
phology, computer simulation of spherulitic growth is
necessary. Recently, the solidification of polyethylene
in a mold was computer simulated,'*'> on the basis of
the tracking of two-dimensional spherulite growth in
a variable temperature field. The influence of a con-
stant temperature gradient on the spherulite pattern
and the conversion of melt into spherulites in isotactic
polypropylene (iPP) film was evaluated by means of
computer simulation and also by the probabilistic
model by Piorkowska.'® The simulation of spherulitic
growth in a temperature field in bulk would require,
however, the tracking of the three-dimensional
growth fronts of a large number of spherulites, which
is far more complicated than the use of analytical
expressions for the conversion rate in nonisothermal
conditions.

In the past, the temperature and the conversion of
melt into spherulites were modeled inside 2 mm thick
iPP plates solidified at a constant ambient tempera-
ture.! The solidification of iPP in quenched slabs was
modeled in refs. 3 and *. In ref. 4, the conversion of
melt into spherulites during nonisothermal crystalli-
zation was described with the help of the equation
derived by Nakamura'” for isokinetic conditions when
the parameters used to describe the nucleation (e.g.,
nucleation rate) depend on the temperature in the same
way as the spherulite growth rate and when it is possible
to predict the conversion on the basis of isothermal ex-
periments data. However, the nucleation process de-
pends not only on the momentary temperature but also
on the thermal history of a polymer, for example, cooling
rate, and therefore, the isokinetic models have limited
application, especially if the cooling is fast.

The present article is devoted to modeling iPP crys-
tallization in pipes, rods, and plates during cooling.
The temperature distribution and the progression of
crystallization inside such objects during the entire
cooling process were calculated. The applied proce-
dure was similar to that described earlier in ref. ! for
the solidification in iPP plates in ambient isothermal
conditions. The solution of the heat conduction equa-
tion, which accounts for the heat production rate de-
pendent on time and position, was used and com-
bined with the analytical expression for conversion
rate during a nonisothermal crystallization. The influ-
ence of the size and shape of crystallizing objects on
the temperature decline and on the progression of
crystallization was evaluated. The experimental data
on spherulite growth rate and nucleation were applied
for the prediction of crystallization inside the consid-
ered objects as dependent on cooling rate and momen-
tary local temperature. The spherulite growth rate
temperature dependence was measured, and the
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nonisothermal crystallization during cooling at vari-
ous rates was studied by means of differential scan-
ning calorimetry (DSC) for selected iPP. The temper-
ature field was modeled with the help of the heat
conduction equation in the form proper for the geom-
etry of the considered article, which accounted for the
heat production due to crystallization. The tempera-
ture decline inside an iPP plate was measured during
cooling and compared with the theoretical predictions.

MODELING OF HEAT TRANSPORT

The heat transport in a plate of length and width large
as compared with its thickness (d) can be described by
the equation:

L Y
w_a EZK A(x,t) (1)

where T, t, and x are the temperature, time, and dis-
tance from one of the surfaces; A(x,t) is the rate of heat
production rate per unit volume; and K and a2 denote
the heat conductivity and thermal diffusivity of the
polymer, respectively.

It is assumed that the plate is initially at a constant
temperature: T(0,x) = T,. The temperature of the sur-
faces is suddenly changed and kept at constant level
(T,): T(t,0) = T(t,d) = T,. However, the heat transfer at
the boundary of the polymer surface and cooling me-
dium assumes finite values. In ref. 4, the heat transfer
coefficient (h) was determined for a system of iPP
plates quenched in water at a level of 350 W/(Km?).
The influence of the thermal resistance at the bound-
aries is best characterized by the so-called Biot num-
ber, defined for a plate as 0.5hd/K. In the case of thick
plates, 10 mm and thicker, such as those studied in
this article, the Biot number assumes a value above 10.
According to ref. ¥, such large value of the Biot num-
ber leads to a minor temperature increase for a thick
plate. Threfore, at first approximation, we neglected
thermal resistance at the boundary.

In general, both K and a depend on temperature,
and they also change due to phase conversion. The
effect of crystallization on K and a of iPP was dis-
cussed in ref. * on the basis of the experimental data
presented in refs. ' and %. In ref. ?, it was demon-
strated that accounting for the changes in K and 2 in
the modeling of heat transport and crystallization in
quenched slabs of iPP had a little influence on ob-
tained results. Hence, the values of a and K were
assumed to be equal to those of the polymer melt: 9.5
X 1078 m?/s and 0.17 W m ! K~ 1.2?? The constant
coefficients in eq. (1) allow one to solve this equation,
with the assumption that the temperature function (T)
is a sum of two components: T; and T,,'® which fulfill
the following equations:
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T, 8T1_0 )
o e T (2)

with the initial and boundary conditions T,(0,x) = T,
and T,(t,0) = Ty(td) = T,, respectively, and

ST, 0T ;
S5x2 —a St - (x/t) ( )

with the initial and boundary conditions T,(0,f) = 0
and T,(t,0) = T,(t,d) = 0O, respectively.

T, is the temperature during the cooling of the plate
from T, to T, without heat generation due to crystal-
lization, whereas T, describes the temperature in-
crease due to heat generation alone.

According to ref '8, the functions T; and T, have the
forms:

Ty(x,t) =T, + 4(T, — T)7 ' >, (2n + 1) 'sin[(2n

n=0

+ Vmx/dlexp{—at[2n + V)7 /d} (4)

- ¢ (d
Ty(x,t) = 2a(Kd)™ 1D, sin(mrx/d)fj sin(nmx’/d)

n=1 ovo

X A(x',mexp{—a(nm/d)*(t — 7)}dx'dr (5)

In the case of a rod and a pipe of a length much
larger than the radius, the heat conduction equation in
cylindrical coordinates is solved. Similarly, as in the
case of a plate, it is assumed that the considered body
is initially at a constant temperature (T,), and the
temperature of the outer surface is suddenly changed
and kept further at a constant level (T,). Hence, the
boundary condition for the heat transport problem in
a rod of radius R is T(t,R) = T,. The cooling of the
inner pipe surface by air inside the pipe is neglected
due to the low heat capacity of air, and hence, a zero
heat flow through the inner surface is assumed. There-
fore, the boundary conditions are T(t,R;) = T, and, at
r = R,, K[8T(t,r)/6r] = 0, where r is the radial coordi-
nate and R, and R, denote the inner and outer radii of
a pipe, respectively. Similarly, as in the case of a plate,
the functions describing separately the temperature
distributions inside the material due to cooling and
due to heat generation have to be found. The T; func-
tion for the rod is in the following form:'®,

Ty(r,t) = T, + 2R Ty — T.) 2, Jo(ra,)

n=1

X [Ji(Rey)a, ] "exp(=act)  (6)
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where 7 is the radius (r < R), |, and J; are the Bessel
functions, and «,, are the positive roots of J,(Ra) = 0.
For the pipe T; is in the form:

Tl(r/t) = Te

+(Ty— T)m D, exp(—ac2)D(J—] )1 (7)

n=1

where | = [,(R,,)/Jo(R,t,) and D(r) = Jo(ra,)Y(R,ex,)
= Yo(re,)J;(R,,), and «,, are the positive roots of
]O(Rban)yl(Raan) - YO(Rban)jl(Raan) = 0/ YO and Yl are
the Bessel functions, and r denotes the radius: R, < r
<R,

The T, functions are obtained by multiplication of
the solutions of the heat conduction equation for the
instantaneous cylindrical heat sources of unit strength
in the rod and the hollow cylinder, respectively, by
2mA(r',aK~" and integration over the ranges 0 < 7
<tand 0 <r' <R for therod and R, < r" < R, for the
pipe. Hence, for the rod

n=1

* R
TZ(r/t) = zaKilRizz ]O(ran)]l(Ran)zf IO(r,an)
0
t
X r’J A(r',m)exp[—aci(t — D] drdr’ (8)
0
and for the pipe

Ty(r,t) = 0.57%aK 1> «*(J*—1)"'D

n=1

X (r)j bD(V')r'J A(r' mexp[—adi(t — D] drdr (9)

a

Heat release during crystallization in polymer bulk
samples can be approximated with bulk heat genera-
tion function in the form:

da(t)

A=AL T

(10)

where AL is the heat released during crystallization of
polymer volume unit and «(t) denotes the local, mo-
mentary conversion degree of melt into spherulites,
which is determined by nucleation and spherulite
growth rate. Although the heat of crystallization and
the spherulite growth rate depend on temperature, the
polymer nucleation also depends on thermal history.
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EXPERIMENTAL

To collect the data necessary for modeling the crystal-
lization of iPP, Malen P F401 (Orlen S.A, Plock,
Poland), with a melt flow index of 2.5 g/10 min, was
studied. The growth rate of F401 iPP spherulites in
thin films was measured in the temperature range
124-145°C during isothermal crystallization con-
ducted on a Linkam (Waterfield, UK) hot stage
mounted in a light microscope. The DSC (Du Pont,
Wilmington, DE, TA 2000) measurements were car-
ried on iPP samples to determine heat of crystalliza-
tion and crystallization kinetics during cooling. The
samples were heated up to 220°C, melt annealed for 3
min, and cooled down at various rates. For more
efficient cooling, the standard DSC cover was replaced
by another, specially designed cap. It was composed
of a thermally insulated aluminum element with the
shape of the letter H. Liquid N, was poured into the
upper cup of the letter H, whereas the lower cup
covered both the sample and the DSC furnace. The
DSC apparatus was able to maintain control over a cool-
ing rate up to 40 K/min. For faster cooling, a quenching
experiment was performed, during which the maximum
level of LN, was kept in an aluminum cup and the DSC
heater was inactive. The average cooling rate until the
onset of crystallization was 150 K/min.

For comparison with the theoretical predictions, the
decrease of temperature in iPP plates during cooling
was measured. A wide iPP plate was obtained by
compression molding in a rectangular metal mold 12
mm thick. The chromega—constantan thermocouple
made of wires with a diameter of 0.127 mm was
embedded in the plate in equal distances from both
plate surfaces. The plate surrounded by the mold,
wrapped in a thin aluminum foil, was heated in a
press to 220°C, kept for several minutes at this tem-
perature, and rapidly submerged in water bath at
room temperature. When the ambient temperature
was reached inside the plate, the plate was heated
again to 120°C and quenched in the water bath. Dur-
ing cooling, the temperature inside the plate was mea-
sured. The water was agitated to improve the heat
transfer. The thickness of the plate measured in the
central part containing the thermocouple was only
about 10.4 mm because of a nonuniform volume con-
traction due to crystallization

MODELING OF CRYSTALLIZATION

The temperature dependencies of the spherulite

growth rate (g(T)) of iPP is well known:*
g(T) U[R(T — T.)] ™Y

X exp{—KJ[T(T}, —

= goexp{—
DI (11)

where U = 1500 cal/mol, T., = 231.2 K, T?,, = 4582 K,
and T is the crystallization temperature, whereas g,
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and K, depend on the regime of crystallization for a
glven 1PP On the basis of the plot In ¢ + U[R(T

I P versus T Y(TY, — T) ! , K, and g, were found
to be 3.18 X 10° K? and 1945 cm/s in Regime III and
1.9 X 10° K* and 3.40 cm/s in Regime II of crystalli-
zation, respectively. The temperature of the transition
from Regime II to Regime III was determined as
137°C.

From the DSC measurements, it was found that the
amount of heat released during crystallization as a
function of crystallization peak temperature, T, could
be approximated in the following way:

AL,(J/g) = 0.1696 T (°C) + 78.55
for T>103.12°C (12a)
AL,(J/g) = 3.497 T (°C) — 264.67

for T<103.12°C (12b)

we calculated AL from AL, assuming a heat of fusion
value of 209 J/g** a crystalline phase density of 0.946g
cm 3, and an amorphous phase density of 0.854 g/ cm®,

To find the parameters describing the conversion
rate at various cooling rates, we fitted the theoretically
predicted curves to the DSC data, employing the pro-
cedure described next. First, an instantaneous primary
nucleation was assumed, which was justified by the
heterogeneous character of primary nucleation in iPP
in the considered temperature range.25 Therefore, the
conversion degree during cooling could be described

by the formula."*®
: 3
fG(T') dT’] ] (13a)
0

where spherulite growth rate (G) is a function of time
passed from the beginning of crystallization.
Substituting the temperature, T(7), for the time, one

obtains
T, 3
f g(T") dT"
T

(13b)

a(t) =1-— exp[ —(4/3)mD

aX(T)=1-— exp[ —(4/3)mDv 3

where T, denotes the temperature of the beginning of
crystallization and v is the cooling rate. By fitting the
series of curves described by egs. (11) and (13b) to
DSC data, we determined D and T, as dependent on v
(K/min):

T, (°C) = 129.171exp(—0.0012140) (14)
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Figure 1 Comparison of DSC curves recorded during the
cooling of iPP samples at a rate of 38 K/min and during
quenching (dashed lines) with the theoretically predicted
curves (dotted lines).

D (cm™) = (3.6 X 10*)exp(0.063v)
for v<38K/min (15a)

D (cm™) = (3.16 X 10°)exp(0.00620)
for v>38K/min (15b)

Equations (12b) and (15b) are based on the quenching
experiment. Independently, it was found that the
same eq. (14) described T, well in both cases, during
controlled cooling and during quenching. The exem-
plary DSC curves recorded experimentally and the
respective curves calculated based on egs. (11) and
(13b) are shown in Figure 1. A reasonable fit was
achieved except for the very end of crystallization.
The local conversion of melt into spherulites can be
accelerated by the temperature gradient due to the
contribution of spherulites nucleated in the colder re-
gion of a material.">'® This effect depends, however,
on the temperature, temperature gradient, and nucle-
ation intensity. It was estimated in ref. '° that a tem-
perature difference greater than several degrees per
distance equal to the average spherulite radius is re-
quired for the acceleration of the conversion. From
preliminary calculations of the temperature distribu-
tion inside the considered objects during cooling, it
followed that high temperature gradients of an order
of 50-100 K/mm could be expected only in their outer
parts, which were cooled very fast. The polymer there
solidified at large supercoolings, where primary nu-
cleation might have been too dense for the acceleration
of the conversion rate due to the temperature gradient.
The equation for the conversion degree during crys-
tallization in bulk in the constant temperature gradi-
ent derived in ref. '° allowed us to estimate the effect
of the temperature gradient for a given cooling rate. T
and D were estimated from egs. (14) and (15), and the
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conversion—-time dependence was calculated for a lo-
cal temperature equal to T,. The expected temperature
gradient had little influence on the conversion rate; for
T, and D as calculated for v = 60 K/min, the gradient
of 50 K/mm did not speed up the conversion, whereas
a gradient of 100 K/mm had only a weak effect. There-
fore, in the subsequent modeling of solidification in
pipes, rods, and plates, the conversion rate and con-
version degree were treated as dependent on the local
temperature and thermal history only and not on the
temperature gradient.

In the modeling of the crystallization inside thick-
walled products, the following procedure was ap-
plied: the temperature distribution across the polymer
in subsequent time intervals (1-3 s) was calculated
according to egs. (4)-(9), depending on the shape of
the considered object. The average local cooling rates
were computed, which permitted us to evaluate the
values of T, and D on the basis of egs. (14) and (15).
Below T, the conversion rate and heat generation rate,
according to eqgs. (13b) and (10), respectively, were
calculated, where g and AL values were determined by
local momentary temperature [egs. (11) and (12)]. The
calculations were carried out until the T, temperature
was reached inside the entire considered object. The
temperature distributions during cooling, with crys-
tallization neglected, were also computed. The calcu-
lations were also conducted for the cooling of plate
surfaces at a constant rate.

COMPARISON OF THE THEORETICAL
PREDICTION WITH THE EXPERIMENTAL
MEASUREMENTS OF TEMPERATURE DECAY
INSIDE IPP PLATES

The temperature decrease in the center of the 10.4 mm
thick iPP plate was calculated for cooling from 220°C
and from 120°C to room temperature according to the
procedure described in the previous sections. For cool-
ing from 220°C, we accounted for the crystallization of
iPP. In addition, the cooling curve for the 12 mm thick
plate was also computed. The comparison of experi-
mental results and calculations is shown in Figure 2.

During the cooling of an iPP plate from 120°C, the
temperature decreased continuously with time,
whereas during cooling from 220°C, after an initial
drop, a slight increase of the temperature was ob-
served around 115°C due to crystallization. Then, the
temperature fell again. For cooling from 120°C, a good
agreement between the theoretically calculated curve
and the experimental data was achieved. However, for
cooling from 220°C, the temperature drop inside the
plate was initially slower than that predicted theoret-
ically for the plate thickness of 10.4 mm. The experi-
mental data approached and then followed the respec-
tive curve after the first 3 min, that is, after the onset of
the temperature increase due to crystallization. The
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t, min

Figure 2 Temperature decrease inside the iPP (Malen P
F401) plate measured (symbols) and calculated (lines) for a
plate of thickness 10.4 mm for (1) cooling from 220°C with
crystallization neglected, (2) cooling from 220°C with crys-
tallization accounted for, (3) cooling from 120°C, and (4) also
for a plate of thickness 12 mm for cooling from 220°C with
crystallization neglected.

initial temperature fall measured inside the iPP plate
followed more closely the cooling curve calculated for
the plate thickness of 12 mm. Therefore, we concluded
that the deviation of experimental data from the the-
oretically predicted curve was related primarily to the
initial larger thickness and volume shrinkage of the
polymer due to crystallization. The discrepancies
could have also resulted in part from nonuniformity of
sample thickness and neglect of the heat transfer con-
dition at the polymer boundary. The possible effect of
the latter would diminish with an increase in thickness
of the considered plates.

Nevertheless, the theoretical model demonstrated in
the previous sections proved to be useful for the pre-
dictions of the temperature drop inside a polymer
crystallizing during cooling; hence, it was applied to
predict the temperature during cooling of plates,
pipes, and rods made of iPP.

RESULTS OF MODELING

The computations were carried out for T, = 220°C and
T, = 20°C and also for T, = 180°C and T, = 0°C. The
following objects were considered: rods of radii 10, 20,
and 40 mm; plates 20 and 40 mm thick; and pipes having
inner and outer radii, R, and R,, of 50 and 60, 50 and 70,
and also 100 and 140 mm, respectively. The results ob-
tained for pipes were similar to those obtained for plates
twice as thick as pipes due to small R,/R, ratios.
Exemplary time dependencies of the temperature
inside pipes obtained with and without accounting for
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the polymer crystallization are demonstrated in Fig-
ures 3 and 4. The curves show the temperature at
various positions across the pipe wall spaced by 0.2 of
wall thickness. The crystallization significantly influ-
enced the temperature inside a polymer during cool-
ing, whereas the temperature near the outer surface of
a pipe was only affected little. With the increase in the
distance from the outer surface, the influence on the
crystallization process became more pronounced. The
temperature near the inner surface of a pipe elevated
after an initial drop and started to decrease again
when the crystallization was completed. The effect of
crystallization on the temperature became stronger
with the increase in the thickness of pipe wall. In
Figure 5, the conversion degree against time at se-
lected positions across the pipe wall is plotted. The
polymer solidified very fast near the outer surface of a
pipe, but near the inner surface, the crystallization
started much later, and it was completed after a rela-
tively long time passed from the beginning of cooling.
When the polymer began to crystallize near the inner
pipe surface, the temperature of the outer layers was
already low, although it slightly increased due to the
heat flow from the interior.

In Figure 6, the temperature at various positions
across the pipe wall is plotted against the conversion

200

t, min

Figure 3 Time dependencies of the temperature inside an
iPP pipe with R, = 50 mm and R, = 60 mm during cooling
from 220 to 20°C across the pipe wall: (A) crystallization not
accounted for and (B) crystallization accounted for. Num-
bers denote distances from the inner pipe surface.
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Figure 4 Time dependencies of the temperature inside the
iPP pipe with R, = 100 mm and R, = 140 mm during cooling
from 220 to 20°C across the pipe wall: (A) crystallization not
accounted for and (B) crystallization accounted for. Num-
bers denote distances from the inner pipe surface.

degree. Comparison of Figure 6(a) and 6(b) illustrates
the influence of the thickness of the pipe wall on the
temperature of polymer solidification. With the in-
crease in wall thickness from 10 to 40 mm, the tem-
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Figure 5 Time dependencies of the conversion degree in-
side the iPP pipe with R, = 100 mm and R, = 140 mm
during cooling from 220 to 20°C across the pipe wall. Num-
bers denote distances from the inner pipe surface.
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Figure 6 Temperature against conversion degree inside the
iPP pipes during cooling from 220 to 20°C across the pipe
wall: (A) R, = 40 mm and R, = 50 mm and (B) R, = 100 mm
and R, = 140 mm. Numbers denote distances from the inner
pipe surface.

perature of solidification of the internal pipe region
increased by 20 K. Hence, in the pipe having a wall 40
mm thick, most of iPP material crystallized above 125°C.

The results obtained for the rods plotted in Figures
7-10 exhibited similar tendencies. The temperature in-
side the polymer was greatly influenced by the rod
radius. The temperature decreased inside the rod faster
than in the pipe with wall thickness equal to the rod
radius, so the polymer crystallized earlier and at a lower
temperature. The temperature in the outer region did
not increase when the rod’s interior crystallized. The
elevation of polymer crystallization temperature inside
the thicker rod was even stronger than in the pipe.

Calculations for cooling the pipe with a 20 mm thick
wall from 180 to 20°C and from 220 to 0°C were also
performed to estimate of the possible influence of the
initial and end temperatures. The decrease of T, to
180°C had a very little effect on both the crystallization
and the temperature in the pipe interior, although the
cooling time was decreased. A faster temperature
drop during crystallization was observed due to the
decrease of T, to 0°C.

The cooling of the external pipe surfaces at a con-
stant rate was also considered and found ineffective. A
cooling rate around 100 Kmin was required to accel-
erate the cooling of the interior of the 20 mm thick
plate. However, the temperature gradient across the
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Figure 7 Time dependencies of temperature inside the iPP
rod with R = 10 mm during cooling from 220 to 20°C along
the rod radius: (A) crystallization not accounted for and (B)
crystallization accounted for. Numbers denote distances
from the rod center.

plate was so high that when the outer region reached
ambient temperature, the temperature in the interior
still exceeded 150°C. Therefore, the cooling of the
outer region to a very low temperature would be
necessary in industrial conditions. In the latter case, a
different form of the T, function, appropriate for the
respective boundary condition, was used.'®

DISCUSSION

The proposed procedure of modeling of the tempera-
ture field and the polymer crystallization allowed us
to consider objects of different geometries: plates,
pipes, and rods. The temperature decline measured
experimentally inside the iPP plate confirmed the use-
fulness of the proposed model for the prediction of the
temperature change during cooling of thick-walled
objects from the molten state. Although neglecting the
heat transfer resistance at the polymer boundary lim-
its the modeling to thick-walled products efficiently
cooled during solidification, the possible modification
of the boundary conditions of heat conduction equa-
tion will allow wider application of the demonstrated
approach.

The modeling of heat transport inside plates, pipes,
and rods showed that the crystallization of a polymer
results in a significant temperature increase in the
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Figure 8 Time dependencies of temperature inside the iPP
rod with R = 40 mm during cooling from 220 to 20°C along
the rod radius: (A) crystallization not accounted for and (B)
crystallization accounted for. Numbers denote distances
from the rod center.

polymer. The crystallization in the interior causes the
temperature elevation, whereas in outer regions, the
crystallization only slows down the cooling. Never-
theless, neglecting crystallization in estimation of the
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Figure 9 Time dependencies of conversion degree inside
the iPP rod with R = 40 mm during cooling from 220 to 20°C
along the rod radius Numbers denote distances from the rod
center.
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Figure 10 Temperature against conversion degree inside
the iPP rods during cooling from 220 to 20°C along the rod
radius: (A) R = 10 mm and (B) R = 40 mm. Numbers denote
distances from the rod center.

temperature inside thick-walled products leads to un-
realistic results.

The crystallization temperature is crucial to the
polymer properties. It is known that the elevation of
crystallization temperature leads to phenomena un-
favorable for polymer strength: the ties between
lamellae bonding between the crystalline and amor-
phous phases are worse, average spherulite size
increases, and fractionation causes the exuding of
the low-molecular-weight fraction to spherulitic
boundaries.

The temperature during polymer solidification in-
side bulky products depends on the thickness of their
walls. An increase in the thickness leads to a markedly
higher crystallization temperature. Because the in-
crease in the temperature of polymer crystallization is
unavoidable, the proper molecular characteristics of
the polymer are important. The crystallization inside
thick-walled products is delayed compared to the so-
lidification of the outer regions. It is, therefore, impor-
tant to ensure good heat subtraction during a time
longer than necessary for solidification of the outer
regions. The time required for completion of crystal-
lization inside the polymer could be as long as 90 min
for a rod having a 40-mm radius and 160 min for a
pipe with a wall 40 mm thick.
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APPENDIX: COMMENT ON KOLMOGOROFF
ARTICLE ON OVERALL CRYSTALLIZATION
KINETICS'

The basic reasoning of Kolmogoroff started from the
estimation of the probability of one nucleation event in
the volume V' during the time interval At’: the proba-
bility of one event was expressed by Kolmogoroff as

f(tH VAL + o(At") (A1)
where f denotes the nucleation rate and o(At’) is an
infinitely small quantity as compared with At’. The
probability of nucleation of more than one event in the
volume equals o(At') (an infinitely small quantity).
The arbitrary point P belongs at time ¢ to that portion
of the sample that is occluded by a growing domain if
its center is nucleated at time t' < t and within a
distance from the point P given by the formula
c(n) fth('r)dfr, where G is the growth rate, n denotes the
direction, and c is the dependence of the growth rate on
the direction (for isotropic growth, ¢ = 1). According to
Kolmogoroff, the probability equals f(t') V'(t') At'
+ o(At'), where V'(t') = (4m/3)c’[J,G(r) d7]°. The prob-
ability that point P remains unoccluded by domains
nucleated at t' is 1 — f(t') V'(t') At' + o(At'). Point P
remains unoccupied at time ¢t if it is outside domains
nucleated in subsequent time intervals At/ i = 1...n
until time ¢t (n = t/At’). Hence, the probability of this
event is the product

g=T111 - ft)V' (EDAL] + (1) (A.2a)

i=1

Because At’ is infinitely small, Kolmogoroff trans-
formed eq. (A.2a) to

n

Ing= =2 fthV'(t) At/ + o(1) = — f tf(t’)V’(t’)df’

i=1 0

(A.2b)

We now know that the correct expressions for the
probabilities of m events in the volume V' during time
interval At' should be calculated according to the Pois-
son distribution:

P, = exp[—f(t"V'A] f(t")V'At']"/m!
(A.3)
Therefore, the probability, Q, that point P remains

unclouded at time f is

Q =[] exp[—a(t)V'(t)At]

i=1

(A.4a)



1372

Q = exp| — X f(t)V'(t)AH | = exp| — J tf(t’)V(t’)dt

=exp(—y) = > (= fy¥(k!)™" (A.4b)

Equation (A.2a), in the form used by Kolmogoroff, can
be obtained from eq. (A.4a) by expanding the right
hand side in series and neglecting all components
containing the powers of At higher than 1. However,
this requires an inconsistency in the treatment because
in eq. (A.2a), the terms containing the products’ time
intervals, for example, At{ At At i # j # k, are not
neglected, although they are small.

The inaccurate eq. (A.2a) is a result of Kolmogoroff
neglecting the probability of the occlusion of a sam-
pling point by more than one domain nucleated in At’
that is, Kolmogoroff neglected impingement of do-
mains nucleated in the same time intervals. Although
the error due to simplification, 1 — fAt")V'(t')At" in-
stead of the exact term, exp[—f(t')V'(t')At'], can be
negligible, the multiplication of these probabilities as
in eq. (A.2a) enhances the error. Next, we show the
exact expression for g as derived by Kolomogoroff in
eqg. (A.2a). Introducing the notation x; = f(t{) V() At]
and performing the multiplication, we obtain

n n—1 n

ﬂ(l—xi)=1—2xf+2xf2xf

i=1 i=1 i=1  j=i+1

n—2 n—1 n n—k+1 n—k+2
- sz X+ (DY x Y
i=1 =i+l I=j+1 i=1 j=i+1

x],. .. E xm. e+ ( —_ 1)nx1x2_ . 'xn (A5)

m=p+1

In eq. (A.5), for At/ — 0, 3 x; can be expressed as
y = JoftHV'(t')at'.
For the other components of eq. (A.5), we can write

n—k+1 n—k+2

> x> xpe- E X

i=1 j=i+1 m=p+1

= 2 xiE xj' T 2 X (k')_l - Hk (A6)

=1 j=1 m=1

(S 62 X - -2 x,,J(k!) "' converges to y*/k!, where
H, is a sum of certain products of x;, which are lacking
in eq. (A.2a). The last term in eq. (A.5) equals
X1X,X3. . X, instead of y"/n!. Hence, eq. (A.5) is now
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g=1-y+ > (— DXy*/k! — Hy

k=2

(A.7)

If the terms H, is neglected in eq. (A.7), only the term
1 — y is accurate, and the higher the power of y is the
larger the error is.

Kolmogoroff introduced the error by neglecting in
eq. (A.1) events of more than one nucleation in the
volume V in the time interval At. The additional terms,
H,, appeared in the expression for the probability g
[see eq. (A.7)] due to this error. In the subsequent
operations, the terms H; were erroneously neglected.
The two errors canceled themselves, and accidentally,
a correct final formula was obtained by Kolomogoroff.

The erroneousness of Kolmogoroff's approach is best
seen when it is applied to the instantaneous nucleation:
on the right hand of eq. (A.5), all terms are equal to zero
except for the two first because only x; is nonzero. In this
case, H, converges to 1/*/k! The expression for the prob-
ability that point P remains unoccluded at time t will
then be 1 — V'D, which is obviously erratic except for at
the very beginning of crystallization.
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